Smart Health: Using Machine Learning to Analyze, Clustering, and Predict Cervical Cancer

1st Kezia Artha Monica  
*Computer Science Department Semarang Campus*  
*Bina Nusantara University*Jakarta, 11480, Indonesia  
kezia.monica@binus.ac.id

4th Adhe Lingga Dewi  
*Computer Science Department Semarang Campus*  
*Bina Nusantara University*Jakarta, 11480, Indonesia  
adhe.dewi@binus.ac.id2nd Jesaya Anthony Dhalimartono  
*Computer Science Department Semarang Campus*  
*Bina Nusantara University*Jakarta, 11480, Indonesia  
jesaya.dhalimartono@binus.ac.id

5th Bambang Dwi Widjanarko  
*Computer Science Department Semarang Campus*  
*Bina Nusantara University*Jakarta, 11480, Indonesia  
[bwijanarko@binus.edu](mailto:bwijanarko@binus.edu)3rd Vincent Immanuel Rahardjo  
*Computer Science Department Semarang Campus*  
*Bina Nusantara University*Jakarta, 11480, Indonesia  
vincent.rahardjo@binus.ac.id

*Abstract*—This study aims to explore and compare the effectiveness of various machine learning algorithms in early detection of cervical cancer. Using diverse datasets, we conducted analysis, clustering, and prediction with algorithms such as Support Vector Machine, Logistic Regression, Gaussian Naive Bayes, Decision Tree, dan K-Nearest Neighbour. The research method includes data preprocessing, model training and tuning, model evaluation, and result interpretation. Data was collected through online surveys, retrospective medical data, and interviews with experts. Our goal is to identify the most optimal algorithm in detecting cervical cancer with high accuracy, precision, and recall. This research can contribute to the development of more effective prevention and treatment strategies for cervical cancer. With a holistic approach and comprehensive methodology, we hope this study can provide a better understanding of the role of machine learning in healthcare and yield clinically relevant results.
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# Introduction

Cell division that occurs abnormally [1] by destroying cells and surrounding tissues [2] can be defined as cancer. One type of cancer that is a leading cause of death among women is cervical cancer [3]. Cervical cancer is also referred to as cervical carcinoma as it occurs in the lower part of the uterus connecting the uterus to the vagina [4]. According to [5], cervical cancer ranks fourth worldwide as the leading cause of death in women. In 2018, the WHO estimated that there were 570,000 women (about half the population of Hawaii) worldwide diagnosed with cervical cancer, and approximately 54% of them, or 300,000 women (about half the population of Wyoming), died from this disease [6].

According to the WHO, about 99% of cervical cancer cases are caused by human papillomaviruses (HPV) infection, with the percentage reaching 99.7% according to [7]. HPV is a DNA virus responsible for causing several epithelial lesions and cancers [8] that later develop into carcinoma [9]. Besides cervical cancer, HPV is also a cause of laryngeal [10], oral [11], lung [12], and anogenital [13] cancers. Factors contributing to the high risk of HPV include sexual activity (age of first sexual intercourse and number of sexual partners) [14], smoking [15], oral contraceptive use for more than 5 years [16], and exposure to radiation and UV light [17]. As the most common HPV-related cancer, cervical cancer mostly occurs in several low-income countries [18] due to the lack of screening processes for pre-cervical cancer and limited treatment options [19].

If left untreated, cervical cancer will spread to nearby organs near the cervix. Cancer-related deaths can be prevented by modifying or avoiding major risk factors and implementing various prevention strategies such as HPV vaccination [20] and pap tests [21], as well as treatments including surgery [22], radiation [23], and chemotherapy [24]. Screening is a strategy to identify individuals with certain suggestive cervical cancer abnormalities or pre-cervical cancer who do not yet have any symptoms so that they can be promptly diagnosed and treated. According to the WHO, primary prevention processes include HPV vaccination and secondary prevention includes screening, which will prevent the majority of cervical cancer cases. Rapid vaccination and twice-lifetime cervical screening in all countries could prevent approximately 14.4 million cases of cervical cancer over the next 50 years [9]. Delay in the treatment process may have irreversible effects on the patient's condition as chronic diseases progress. The use of appropriate methods and early detection processes can increase the potential for successful cervical cancer treatment. Therefore, it is crucial to use alternative methods that are more easily implemented and work with different datasets to produce more reliable predictions.

The aggregation of data and learning algorithms such as artificial intelligence (AI) and machine learning can revolutionize and aid the field of medicine, including in diagnosing a disease [25]. Machine learning can have a significant impact on solving complex problems by learning patterns in data, thus enabling the resolution or prediction of specific observed data. Through classification, clustering, and diagnosis processes, machine learning algorithms can be developed to diagnose cancer, specifically cervical cancer. Intelligent algorithm methods used in detecting cervical cancer include Support Vector Machine (SVM) [26], Convolutional Neural Network [26], Fuzzy Logic [27], Naive Bayes [28], Decision Tree [29], Artificial Neural Network [30], etc. In this study, researchers investigate and compare the abilities of the abilities of the forementioned algorithms in classifying, analyzing, and predicting cervical cancer. This comparison process is conducted to determine which algorithm is most effective in detecting cervical cancer more accurately.

# Literature Review

Cervical cancer, or cervical carcinoma, is one type of cancer that affects women worldwide. Human papillomavirus (HPV) infection is the primary cause of cervical cancer, with approximately 99% of cases attributed to HPV infection [7]. Risk factors include sexual activity, smoking, oral contraceptive use, and exposure to radiation and UV light [14][17]. Prevention through HPV vaccination and regular screening has proven to be effective [20].

The use of machine learning algorithms, such as Support Vector Machine (SVM), Logistic Regression, Gaussian Naive Bayes, Decision Tree, and K-Nearest Neighbour (KNN), has been an interesting research subject in diagnosing and predicting cervical cancer [26]. Previous studies have shown that machine learning algorithms can provide accurate and fast results in diagnosing cervical cancer [25].

Support Vector Machine (SVM) has become one of the commonly used models in cervical cancer analysis. SVM allows for the classification of complex data and can handle both linear and non-linear data [26]. Previous research has shown the success of SVM in predicting cervical cancer diagnosis with high accuracy [31]. Logistic Regression is a statistical model often used in cervical cancer analysis. Although simple, Logistic Regression has good interpretability and can provide information about the relationship between predictor variables and cervical cancer diagnosis [32]. Previous studies have shown that Logistic Regression can provide satisfactory results in predicting cervical cancer risk [33]. Gaussian Naive Bayes is a probabilistic model commonly used in cervical cancer classification. Although it makes simple assumptions about data distribution, Gaussian Naive Bayes can provide satisfactory results in predicting cervical cancer diagnosis [28]. Decision Tree is an intuitive and easily interpretable model in cervical cancer analysis. Decision Tree allows for clear separation between different classes and can provide decision rules easily understood by medical practitioners [29]. Previous research has shown that Decision Tree is effective in classifying patients based on cervical cancer risk [34]. K-Nearest Neighbour (KNN) is a model based on clustering data based on proximity to nearest neighbors. KNN has been used in cervical cancer analysis to identify patterns in complex data [35]. Previous research indicates that KNN can provide reliable results in classifying medical data related to cervical cancer [28].

By using various models such as SVM, Logistic Regression, Gaussian Naive Bayes, Decision Tree, and KNN in cervical cancer analysis, it is hoped that this research can provide better insights into prediction, early detection, and treatment of cervical cancer. This will help reduce cervical cancer mortality globally and improve the quality of life for affected patients [18].

# Metodology Research

The aim of this research is to investigate and compare the capabilities of various machine learning algorithms in detecting cervical cancer, thereby identifying the most optimal machine learning algorithm. Accurate and precise results are obtained by conducting multiple trials using different datasets and algorithms to find the optimal algorithm across diverse types of datasets.

## Research Methodology

This research aims to develop an accurate and interpretable Machine Learning (ML) model for detecting cervical cancer. The research methodology consists of four main steps, which can be illustrated in a block diagram as shown in Figure 1 below.
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### Research Methodology

The first step is to perform data preprocessing to address missing data and ensure all features are on the same scale. Missing data is handled using mean imputation for numerical data and mode imputation for categorical data. Features with a prominent level of missingness (above 70%) will be dropped and not used in this research. The data is then standardized to ensure all features are on the same scale.

### Training and Scaling

The data is divided into training and testing sets. The ML model is trained on the training set with hyperparameters optimized through cross-validation. The ML model is then scaled to the testing set to evaluate its performance. Several steps are performed during training and scaling, such as SMOTE to address data imbalance, data splitting to ensure each subset (training, testing, and validation) represents the entire dataset, and feature scaling to standardize the data. The classification stage then involves using methods such as Gaussian Naive Bayes, Decision Tree, Logistic Regression, SVM, and KNN.

### Model Evaluation

The performance of the ML model is evaluated using metrics such as accuracy, precision, recall, and F1-score. Cross-validation is performed to ensure robust results. The performance of the ML model is compared with other existing models to demonstrate its superiority.

### Model Interpretation

The ML models are analysed to understand how each model makes predictions. This research methodology is designed to develop ML models that can be used for early and accurate detection of cervical cancer. Interpretable models allow for a better understanding of cervical cancer risk factors and can aid in developing more effective prevention and treatment strategies. In this model interpretation, Python is used due to the ease of using available libraries for interpreting the models.

## Data Gathering Techniques

The data collection is sourced from datasets available on the UCI Machine Learning Repository, which provides accurate datasets that can be processed to find the most efficient algorithm for detecting cervical cancer.

## Respondet

The respondents or informants in this study are individuals with relevant knowledge or experience in cervical cancer. They may include cervical cancer patients, individuals with family members or friends suffering from cervical cancer, or medical experts and researchers with in-depth knowledge of the disease, who have contributed their data to the UCI Machine Learning Repository.

## Data Analytic Techniques

Qualitative data analysis will be conducted using a thematic or narrative analysis approach to identify patterns or significant findings from interviews or focus group discussions. Meanwhile, quantitative data analysis will involve statistical methods by comparing the cross-validation results of four machine learning models (Gaussian Naive Bayes, Decision Tree, SVM, and KNN). Additionally, the results of accuracy, sensitivity, specificity, precision, and F-measure testing will be compared to evaluate the effectiveness of the machine learning models in detecting cervical cancer. The formulas, calculation methods, and descriptions of each ML evaluation method can be found in Table 1 below.

1. Formulas

|  |  |  |
| --- | --- | --- |
| **Name** | **Formulas** | **Description** |
| Accuracy | (TP + TN)/(P+N) | The accuracy in predicting both healthy and unhealthy patients. |
| Sensitivity | TP/(TP+FN) | The percentage of sick individuals correctly identified as having the disease. |
| Specisication | TN/(FP+TN) | The percentage of healthy individuals correctly diagnosed as healthy. |
| Precision | TP/(TP+FP) | Positive Predictive Value |
| F-measure | (2 x recall x precision) / (recall+precision) | The harmonic means that combines Precision and Recall. |

## Testing

For testing, we use a licensed dataset from hospital to prove the credibility of this Machine Learning. We test it to prove that the mentioned Machine Learning most effective model to detect cervical cancer, is indeed true. The step that we needed to do is like training the model, but we don’t need to split the dataset into test and train, because the dataset that we use is already in test form.

# Result and Discussion

The focus of this research is to find the optimal algorithm in predicting cervical cancer by involving various types of datasets with different clustering and testing several algorithms on all types of datasets. From the obtained results, it will then be analyzed to find the most optimal algorithm. The data in this study consists of several samples with 20 division categories as shown in Table 2 below.

1. Atribut Dataset

|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
| **Atribut** | **Tipe variabel** | **Atribut** | **Tipe variabel** | **Atribut** | **Tipe variabel** |
| behavior\_sexualRisk | integer | attitude\_spontaneity | Integer | motivation\_willingness | Integer |
| behavior\_eating | integer | norm\_significantPerson | Integer | socialSupport\_emotionality | Integer |
| behavior\_personalHygine | integer | norm\_fulfillment | Integer | socialSupport\_instrumental | Integer |
| intention\_aggretion | integer | perception\_vulnerability | Integer | empowerment\_knowledge | Integer |
| intention\_commitment | integer | perception\_severity | Integer | empowerment\_abilities | Integer |
| attitude\_consistency | integer | motivation\_strength | Integer | empowerment\_desires | Integer |
| ca\_cervix | integer |  |  |  |  |

## Scaling and Addresing Imbalance Data

When plotting, there is no empty data, so there is no need to fill in missing data. The next step is scaling, at this stage it is done to balance the data using the SMOTE method. The SMOTE method stands for Synthetic Minority Over-sampling Technique, which aims to address data imbalance by synthesizing data in smaller or minority quantities. With better data distribution, it is hoped that the performance of machine learning can be improved. The data distribution before and after SMOTE sampling can be seen in Table 3 below.

1. Data Distributions

|  |  |  |
| --- | --- | --- |
|  | **ca\_cervix** | |
| **Class 0** | **Class 1** |
| Original class count | 51 | 21 |
| After SMOTE sampling | 51 | 51 |

After performing SMOTE sampling, the number of classes in classes 0 and 1 becomes balanced. This will avoid data redundancy.

## Cross Validation

Cross-validation is a technique used to measure the performance of a machine learning model by dividing the data into non-overlapping subsets, then training the model on several subsets and testing its performance on the remaining subset. The results of the cross-validation conducted can be seen in Table 4. After balancing and removing ambiguity from the available data, we can observe the effectiveness of ML methods for cervical cancer data based on accuracy, sensitivity, specificity, precision, and F-Measure.

1. Test Result

|  |  |
| --- | --- |
| **Methods** | **Value cross-validation** |
| GNB (Gaussian Naive Bayes) | 0.9125 |
| SVM | 0.975 |
| Decision Tree | 0.95 |
| LR (Logistic Regression) | 0.975 |
| KNN | 0.95 |
| RFC (Random Forest Classifier) | 0.9375 |

## Result

The results of these five evaluation methods can be seen in Tables 5 below. The research has achieved its goal of finding the most accurate algorithm or method for detecting cervical cancer. The study was conducted using cervical cancer datasets available from the UCI Machine Learning repository. Machine Learning methods used include Gaussian Naïve Bayes, Decision Tree, Logistic Regression, Random Forest Classifiers, KNN, and SVM to assess the effectiveness of each method and conclude which method is most accurate in detecting cervical cancer.

1. Test Result

|  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- |
| **Classifier /Performance** | **GNB** | **Decision Tree** | **LR** | **RFC** | **KNN** | **SVM (rbf)** |
| Accuracy | 0.904761 | 0.904761 | 0.904761 | 0.952380 | 0.857142 | 0.952380 |
| Sensitivity | 0.8 | 0.8 | 0.9 | 0.9 | 0.8 | 0.9 |
| Specification | 1.0 | 1.0 | 0.909090 | 1.0 | 0.909090 | 1.0 |
| Presicion | 1.0 | 1.0 | 0.9 | 1.0 | 0.888889 | 1.0 |
| *F-measure* | 0.8888889 | 0.888889 | 0.9 | 0.947368 | 0.842105 | 0.947368 |

Testing processes used scales 0 and 1 to measure whether the test results were good or not. The closer the value is to 1, the better the test results, and vice versa. From the accuracy test results shown in Tables 5 and 6, it can be seen that the best value is obtained by the RFC (Random Forest Classifiers) method and SVM (rbf) with an accuracy value of 0.95238 out of 1. The best sensitivity value is obtained by the Logistic Regression, RFC (Random Forest Classifiers), SVM (rbf) methods with a sensitivity value of 0.9 out of 1. The specificity value of each method is good, which is 1 except for the Regression and KNN methods because their specificity values are only 0.909090 out of 1. The precision value of each method is good, which is 1 except for the Logistic Regression and KNN methods because their precision values are 0.9 and 0.888889, respectively. The best F-measure value is obtained by the SVM (linear), SVM (rbf), and RFC (Random Forest Classifiers) methods with an F-measure value of 0.947368 out of 1. Based on the results obtained by comparing the performance of accuracy, sensitivity, specificity, precision, and F-measure, it can be concluded that the RFC (Random Forest Classifiers) and SVM (rbf) methods are the best Machine Learning methods for processing cervical cancer data. The evaluation results of these three methods show values close to 1 in all performance aspects, indicating that these three methods are the most optimal.

## Testing

For further elaboration of our paper, we did some tests to prove the credibility of the chosen Machine Learning method for processing cervical cancer data. After we do the test, this is the result that we can see below in Table 6. To understand the table, we need to compare the train dataset with the tested dataset and match the yes and the no. YES, means they have cervical cancer, and NO means they do not have cervical cancer. The more matches we found, the YES accurate the Machine Learning model. From the train we found that the most effective model is RFC and SVM (rbf), so in the tables below, those three models should have the most matched results. To make it easier to understand, the highlighted row is the one that’s mismatched.

1. Result Testing

|  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| Data Tested | GNB | | Decision Tree | | KNN | | LR | | Random Forest | | SVM | |
| Test | Train | Test | Train | Test | Train | Test | Train | Test | Train | Test | Train |
| 1 | YES | YES | YES | YES | YES | YES | YES | YES | YES | YES | YES | YES |
| 2 | YES | YES | YES | YES | YES | YES | YES | YES | YES | YES | YES | YES |
| 3 | NO | NO | NO | NO | NO | NO | NO | NO | NO | NO | NO | NO |
| 4 | NO | NO | NO | NO | NO | NO | NO | NO | NO | NO | NO | NO |
| 5 | NO | NO | NO | NO | NO | NO | NO | NO | NO | NO | NO | NO |
| 6 | NO | NO | NO | NO | NO | NO | NO | NO | NO | NO | NO | NO |
| 7 | YES | NO | NO | NO | YES | NO | NO | NO | NO | NO | YES | NO |
| 8 | NO | NO | NO | NO | NO | NO | NO | NO | NO | NO | NO | NO |
| 9 | NO | NO | NO | NO | NO | NO | NO | NO | NO | NO | NO | NO |
| 10 | NO | NO | NO | NO | NO | NO | NO | NO | NO | NO | NO | NO |
| 11 | NO | NO | NO | NO | NO | NO | NO | NO | NO | NO | NO | NO |
| 12 | NO | NO | NO | NO | NO | NO | NO | NO | NO | NO | NO | NO |
| 13 | NO | NO | NO | NO | NO | NO | NO | NO | NO | NO | NO | NO |
| 14 | NO | NO | NO | NO | NO | NO | NO | NO | NO | NO | NO | NO |
| 15 | NO | NO | NO | NO | NO | NO | NO | NO | NO | NO | NO | NO |
| 16 | NO | NO | NO | NO | NO | NO | NO | NO | NO | NO | NO | NO |
| 17 | YES | YES | YES | YES | YES | YES | YES | YES | YES | YES | YES | YES |
| 18 | NO | NO | NO | NO | NO | NO | NO | NO | NO | NO | NO | NO |
| 19 | NO | NO | NO | NO | NO | NO | NO | NO | NO | NO | NO | NO |
| 20 | NO | NO | NO | NO | NO | NO | YES | NO | NO | NO | NO | NO |
| 21 | NO | NO | NO | NO | NO | NO | NO | NO | NO | NO | NO | NO |

Based on Table 6, testing using Gaussian Naïve Bayes, it appears that one thing has been missed, this proves that GNB is not the most efficient model for predicting cervical cancer. Testing using Decision Tree, we can see that there’s no one missed, it does prove that DT is the most efficient model to predict cervical cancer. Test using K- Nearest Neighbor, we can see that there’s one missed, it does prove that KNN is not the most efficient model to predict cervical cancer. Test using Logistic Regression, we can see that there’s one miss, it does prove that Logistic Regression is not the most efficient model to predict cervical cancer. Test using Random Forest Classifier, we can see that there’s no one missed, it does prove that GNB is the most efficient model to predict cervical cancer. Test using Support Vector Machine, we can see that there’s one miss, it does prove that Support Vector Machine is not the most efficient model to predict cervical cancer. For further elaboration of our paper, we did some tests to prove the credibility of the chosen Machine Learning method for processing cervical cancer data. From the test above, the Decision Tree and RFC are the most efficient ones.

## Trial

To prove our training and test data, we do a trial with an input according to the features that needed to be filled. This process will be done with the help of the user that will fill in the required features through our website, and then the website will generate the result, whether there is any cervical cancer present or not based on the findings. The website will still display the prediction using all 5 methods, but we will highlight the RFC part to show that it is the most accurate answer. The trial data can be seen in table 7 below.

1. Result Testing

|  |  |  |  |
| --- | --- | --- | --- |
| **Atribut** | **User** | | |
| **1** | **2** | **3** |
| behavior\_sexualRisk | 8 | 10 | 15 |
| behavior\_eating | 9 | 7 | 1 |
| behavior\_personalHygine | 10 | 4 | 10 |
| intention\_aggretion | 2 | 2 | 8 |
| intention\_commitment | 4 | 6 | 9 |
| attitude\_consistency | 7 | 8 | 5 |
| attitude\_spontaneity | 8 | 9 | 2 |
| norm\_significantPerson | 7 | 5 | 10 |
| norm\_fulfillment | 5 | 3 | 15 |
| perception\_vulnerability | 3 | 1 | 4 |
| perception\_severity | 6 | 5 | 2 |
| motivation\_strength | 7 | 7 | 8 |
| motivation\_willingness | 0 | 8 | 9 |
| socialSupport\_emotionality | 2 | 3 | 10 |
| socialSupport\_appreciation | 5 | 7 | 11 |
| socialSupport\_instrumental | 7 | 3 | 14 |
| empowerment\_knowledge | 4 | 5 | 13 |
| empowerment\_abilities | 5 | 9 | 7 |
| empowerment\_desires | 6 | 2 | 2 |
| The prediction by RFC | False | False | False |
| The prediction by LR | False | False | False |
| The prediction by GNB | False | False | False |
| The prediction by Decision Tree | False | False | False |
| The prediction by KNN | False | False | False |

# Result and Discussion

This research was conducted to identify the most efficient Machine Learning algorithm in detecting cervical cancer to enable early intervention. The algorithms used include Support Vector Machine (SVM), Logistic Regression, Gaussian Naive Bayes, Decision Tree, and K-Nearest Neighbour (KNN), Random Forest Classifiers (RFC) with data processing conducted in the Python programming language. The steps involved in data processing prior to analysis include data preprocessing, training, and scaling, evaluating models, and model interpretation. In the data preprocessing stage, the data is first checked for any missing values and processed accordingly, followed by standardization using SMOTE sampling. The training and scaling stage involves cross-validation to balance the data, thus avoiding redundancy and enabling more accurate data processing. Subsequently, during evaluating models, the ML algorithms are compared based on their accuracy, sensitivity, specificity, precision, and F-measure. From these five evaluation models, the algorithm with results closest to 1 in all evaluation metrics is selected. Upon calculation, it is concluded that RFC (Random Forest Classifiers) and SVM (rbf) are the best ML methods for processing cervical cancer data, as these three methods consistently show results closest to 1 across all evaluation metrics, indicating their optimality.

After training with ML model, we do some tests, and from the test, we find that Decision Tree and RFC are the most efficient ones, but from the training, its RFC and SVM. Why does this happen? It happens because SVM is more compatible for processed data. So, we need to process the data first before inputting using the SVM model. SVM is also quite vulnerable to overfitting, which can be mis predict new data. For Decision Tree, is dependent on the root, so if the root changes, the validity also changes. RFC is way more stable than the other and performs a consistent analysis whether it’s trained/ processed data or new data. After trial with user input through stream lit web, we can generate the result according to 5 methods. Since the most accurate is RFC, the user should look into RFC and check is there an urgency to check into the hospital or not. From that we can conclude that RFC is the best model to predict cervical cancer.
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